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A brief history of AI

The notion of Al — machines who think — long
predates computers. In the last 80 years as computers
have advanced dramatically the idea of thinking
machines is no longer fantasy.



Prehistory — 1920s: Myths & Machinery

Greece: The Colossus of Rhodes, Talos, Antikythera Mechanism

Middle ages:

-water-powered automatons in the Islamic world
-Roger Bacon’s Brazen Head — the first chatbot!

Renaissance: Clockwork tableaus
| 7% Century: Babbage’s Difference Engine

“Rossum’s Universal Robots” play of 1920
The word robot comes from a Czech word for “laborer”

Some of these could “calculate” but

they made no real attempt at “intelligence”



1950s-1956: Real computers, imagining Al

The earliest “computer” designs were modeled on both brains and calculators!

Perceptron: 1943-1958
The first “artificial neurons” mimicking about 500 cells of the
human brain — which has about 100 billion connected neurons.

ENIAC: 1943
The first “general purpose programmable” digital computer.

The “Turing Test”, 1950
Could a machine fool you into thinking it was human?

The Dartmouth Conference, 1956
Could a bunch of smart guys crack Al in a summer?




1957 ~ 2000: Al flounders

* Hype cycles, academic squabbles, competing paradigms, funding booms & busts

“Al Programming”: symbolic logic (LISE PROLOG)

* Expert systems, “Fifth Generation” computing

R

Early neural networks aka “connectionism”
Sometimes with dedicated HWV, sometimes simulated
Hundreds or thousands of “Neurons” — not enough

NONE OFTHIS STUFF REALLY WORKED! INTELLIGENCE IS HARD!


http://psych.fullerton.edu/mbirnbaum/psych101/eliza.htm#:~:text=ELIZA%20is%20a%20computer%20program,Eliza%20will%20answer%20you.

Meanwhile: Conventional computers soar
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~ 2010 - 2022 : Neural Nets take over Al

* Around 2010, computers could simulate neural networks — models of the brain- with
MILLIONS of nodes. Such Al lurked behind the scenes for years (Siri, FB,Alexa etc.)

* These networks are trained, usually with human feedback, for many tasks.
Much training data is general internet content... with attendant biases etc.

* A decade or so ago, "emergent” intelligent behaviors showed up.

* Major players (MS, google) dabbled with public chatbots as early as 2016.

* But problematic behaviors showed up which were hard to fix, (racism etc.) and they backed off.

* This opened the door for risk-tolerant startups like OpenAl!



ChatGPT Sprints to
One Million Users

Time it took for selected online services

to reach one million users

et Y -  vcor
Kickstarter* 2009 || G 2.5years

2025: chalGP¥e,

Limited release Nov 2022, exploded in 20& \ roter oo I 2 s
\ Foursquare ) _ 13 months

Facebook 200+ [ 10 months

Spookily flexible and smart ropbox 20c: I 7 months o D
Spotify 200s [JF 5 months O~ — Q5
] Instagram™* 2010 [Jf 2.5 months Q‘&Dﬁ
Can pass standard tests like LSAT ChatGPT 2022 |5 days
d * one million backers ** one million nights booked *** one million downloads
Source: Company announcements via Business Insider/Linkedin
o . . . (44 . ’
Can write in different voices (*‘as if a dog”) statista % |
A Large Language Model (LLM) . \ - -
\l
Uses Generative Pre-trained Transformer technology, GPT 3.5 | of LetVS Tr')l t!

behaviors.


https://chat.openai.com/chat
https://chat.openai.com/chat
https://chat.openai.com/chat

GPT v4 can ACE various standard tests, not ju
PASS them. (See chart of 4 vs GPT 3.5).

Models will soon have BILLIONS of nodes and
TRILLIONS of connection parameters.

This is comparable to the complexity of a
human brain!

Als are now being designed and trained by Als,
which will speed up their improvement.

It turns out LLMS are good for almest ANYTHING:
image generation & understanding, biology, robotics

Variants (Bard, Bing, AutoGPT) add features,_such as
searching current Web content. ¢
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2024: Al Ever

More and better chatbots

Digital Assistants e.g. perplexity
Image and video generation
Multi-function applications
Usually free to try!

Adjuncts to existing apps: .

- meta Al image creator in Messenger

CoPilot in Ms Word etc.



https://www.youtube.com/watch?v=0FGtASjXCLI

 But then, we don’t know how our braﬂs oriceither.

* We know what neurons are and how tifey be av&

e But we have NO IDEA how such cellular-levs ehavi\r h—

adds u intellisence, &ciousness, language etc
pto g guag T

* So, we mimicked brain architecture withouturtdergtanding it
And the mimic works! e




'
I [ Add & Norm |
([ ) Feed
Forward

[ Add & Norm |

How 1.1.Ms arw‘

. Multr:ii’;d
GPT “Generative Pretrained Transformer common, Qarchltect = E —

Based on a brain-inspired“Large Language model™ neural nep@ork

Positional Positional
“Pre-trained” by reading vast amounts of data e.g.Wikipedia, Encoding Encoding
utpu

Like a brain that’s learned stuff as of a certain date, so doesn't know the weather or

(shifted right)

An eVOIVed VerSion Of“Predict the next Word” Figure 1: The Transformer - model architecture.
To predict the next word well you have to UNDERSTAND |
what is being said.

The abilities are largely “emergent™ : Al scientists aren t sure hcﬁv — _
they do everything they do, their abilities/ qmrlg go beyond their traiffng. | N
For example, conversing in Persian. /



Applications

EXAMPLES

Alexa, Siri, driverless cars,
image generation

PLAYERS

Apple,Amazon, Google, MANY
others

Technologies/
models

Languages /
platforms

Hardware &
foundation
technologies:

Deep learning, CNN, RNN,
LLM, GLLM, ChatGPT etc

Python, R, Cuda, tensorflow,
AzureML, Sagemaker

CPU, GPU, FPGA, Cloud

OpenAl, Google, Microsoft, Meta,
Mistral

Nvidia
(Many are open source)

NVIDIA,AMD, Amazon, Microsoft,
Apple




Issues

Education
) ?;?M: BNE o LG we =
Arts/copyright S an S A TNAEES D O rream

Explainability / Controllabiity
Society

Is Al dangerous?




F.ducation:

* Plagiarism/cheating: chatbot-generated*h S€hool/ university essa
* “plagiarism detector’” SWV exists but is unreliable \

* What to do? Ban it? Permit it as a research tool?

Copyright:

* Als sample copyrighted works on the Internet — are they infringing?
* Is a text or image made by a bot copyrightable?



Societal Issues * P

Disinformation / deep fakes . d()
Chatbots can convincingly generate millions of GHN Ly

TOQVOTE\FOR
DONALD TRUMP

Twitter/FB posts, videos etc. -
Fake or real? Human or bot? Hard to tell!

Politics / lobbying / advertising




- IS Al a three

Al can take away some jobs.%there be"a NET loSs,of jobs this fime!?

-

It can help bad actors be more bad. o

' UNSOL\’EDQ?\OBLEM.
But Al can’t KILL US unless it’s

CONTROLLING STUFF IN THE REAL WORLD! —

The general case of making Al's “Correct” or SAFE i




Al and War: autonomous weapons

Today, soldiers use drones to kill opponents from thousands of miles away.

But it's a HUMAN who pulls the trigger. The moral responsibility is human.

But enemies are jamming comms and GPS, locking the humans out!

* Solution: Al drones can recognize enemies
and take them out AUTONOMOUSLY.

This is not known to have happened yet, but:
It’s straightforward and could be happening today in Ukraine.
Some guidelines exist but there is no universal prevention in place.

“Murderbots” are a real possibility!

20



Inherent Biase

* Their training sets'(e.g. internet) are biased e.g., 95% of
executives are white males) ™

vias, the

\
\

* Some attempts at“f'g(ing” bias have been_ e ar?asing\'

* If humans encourage them to disptz

-
* IT'sVERY hard to prcgram it out when we doh’t knbw hayv it wokks!
> T~ .
e ©




OFAL™

Deliberate bia

* Commercial biases:
today a google search highlightwver sing links
But if the answer is an essay, do Yo'know who's
sponsoring it!

* |deological biases:
ChatGPT is perceived as having a liberialbiz
In general, you ma)‘mot know the inbuilt bigs of ¢

given Al service. - .|
e °




- Business Issue

e How will Al comB.anies

* Today, Nvidia is arguably the only Co@gPany waking REAL money.

‘ eap." \

 Disintermediation: \
agents like perplexity.ai give great answews, and spge-guote
sources — but who gds to click on the source¥

-> Primary sources may starve for click/revenue.
L
e ©

e Most Al services are either free or tog

23




Philosophical Is“‘

Can Als think?
Are Als conscious!?

Biases of Al

Moral agency

24



Can Al's think? -

On the evidence,YES! .

They can pass difficult tests (e.g. LSAT, medicine)
without being specifically trained for them

Their ability to respond to arbitrary questions with
accurate (and variably stylized) responses is astounding.

e

They can do things they were NOT specifically trained to do,
like conversing in Persian when only trained to converse in English.

Ciritics like to point out things they can’t do:
But these limits don’t mean they can’t think
and will probably be surpassed soon.




Y

Are Als Conscl

NO...BUT

me . v - v
% N & 2 % ",

WHAT [F:it’s an emergent phenomenon i.c. A - >

needs only a better-organized neural simulation. ( - U

We've already seen other emergent behaviors \
including “theory of mind” inferences.

And consciousness implies INTENT!

v

This is an open question! %

(!

26




B W
Can Als b / E RIGHT
Noan s be mo | \§@ ﬁ

And they may never be in a meaningful senss
.. year old girl to plan
gger.
<

You might train a bot to give “moral’”’ answers...
but it’s not making moral CHOICES.

\

If Als become sentient, this becomes a real ciues on!
" T~—d
® ©

Snapchat’s “Al friend”’ happily helped ‘“groom’’
a romantic getaway with a 3 |-year-old male s

Qe——
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~'The Future of /

Evolving models: Transformers, more neural
n

»

W, notjust software.

Integration with robots and we

Regulation and international conventions . &
Integration with mobile devices: apps, mobile CPUS & O 2. los 18. \
Improved Efficiency:

Why does Al take megawatts when a brain takes 20 watts?

Why do Als need to consume the ENTIRE INTERNET as training Yata?

Embedding‘ﬁce 365, FB messe pchat are just the start

Specializations: Therapy, Medicine,.vertising, Law, finance, HR.... I

> \.
e ©°

28




1ry 1t out: Free

Chatbots/
Assistants



https://www.perplexity.ai/
https://claude.ai/new
copilot.microsoft.com
https://chat.mistral.ai/chat
https://gemini.google.com/app
https://www.craiyon.com/
https://stablediffusionweb.com/app/image-generator
https://www.meta.ai/
https://fluxaiimagegenerator.com/

Thank You
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Relerences, |....


https://chat.openai.com/chat
https://www.clarifai.com/blog/how-does-chatgpt-work
http://psych.fullerton.edu/mbirnbaum/psych101/eliza.htm#:~:text=ELIZA%20is%20a%20computer%20program,Eliza%20will%20answer%20you.
https://delphi.allenai.org/
https://raise.mit.edu/resources.html
https://aisafety.world/
https://na01.safelinks.protection.outlook.com/?url=https://www.futurepedia.io/?utm_campaign%3DRecomendo%26utm_medium%3Demail%26utm_source%3DRevue%20newsletter&data=05|01||e797f008c79b471016c908db0bb89ccc|84df9e7fe9f640afb435aaaaaaaaaaaa|1|0|638116659751284326|Unknown|TWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D|3000|||&sdata=4orNovmBgjEuSW7eWQQlryoWlGrUk1dYTXoVyfTILc0%3D&reserved=0

..Relerences, 2

(NIST)


https://chat.openai.com/chat
https://autonomousweapons.org/
https://blog.flyingsaucer.nyc/article/the-canadian-ai-ecosystem
https://www.gutenberg.org/files/59112/59112-h/59112-h.htm
https://www.gutenberg.org/files/59112/59112-h/59112-h.htm
https://www.facebook.com/reel/5921992984522619?fs=e&s=m
https://www.whitehouse.gov/briefing-room/statements-releases/2023/05/04/fact-sheet-biden-harris-administration-announces-new-actions-to-promote-responsible-ai-innovation-that-protects-americans-rights-and-safety/?ftag=MSF0951a18
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